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• Motion capture: Most common source of 
motion data for motion imitation

• But mocap is quite a hassle, often 
requiring heavy instrumentation.

• There are lots of videos on the Internet 
(300hr/min uploaded to YouTube)

• Can we enable physically simulated 
characters to learn skills from videos 
(SFV)? 
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Main objective:

But per-frame prediction 
results in a jittery 
trajectory + noisy output 
on challenging images.

è Recover a temporally 
consistent pose via 
optimization 

Policy

State:
- Link positions
- Link velocities
- Phase variable
(197D)

Action:
PD targets 
(36D)

As in [2]

Reward:
Per-frame difference of pose between the 
reference and the simulated character

Predict the actor’s 3D pose in 
each frame via a vision-based 
3D pose estimator [1]

Human Mesh Recovery (HMR) [1] 
recovers the 3D mesh and pose of the 
person as the 3D rotation of 23 joints 
from a single image

State Initialization: ref motion rollout Sample initialization

Better exploration
Susceptible to artifacts 

from imperfect reference

Hard to observe 
good states

Reduced dependency on 
reference quality by learning 
good state distributions
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