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Motivation
Precise and safe control for real-world systems is challenging due to
uncertain system models and external disturbances
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Idea: Gaussian process regression for identification and control

Challenge: Providing formal guarantees for stable and safe operation

Research Statement

Safe, efficient and rational use of machine learning in control

Recent research

Stability of data-driven systems

Model error estimation for efficient learning

Integration of prior knowledge for hybrid learning approaches

Future research

Holistic learning including task, system and controller

Exploiting the properties of data-driven models for smarter control

Gaussian Process Models

Flexible nonparametric regression

Based on Bayesian probability

Noisy training data

Explicit uncertainty description
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Identification
Rational kernel selection

Kernel constrains the capabilities of the model

Active injection of properties

System Kernel GP model

Desired model
behavior

Property transfer

Squared exponential kernel generates
always bounded systems
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Misspecified GPs underestimate the
model error

⇒Derivation of an upper bound for
prediction error
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Hyperparameter optimization

Including the task into the optimization process

Controller System

Kernel-based
model

Bayesian
optimization

Cost
function

Reference

Classical approaches focus on data-based optimization only

Closed-loop performance gives valuable information for the optimization

⇒ More comprehensive interpretation of the data

⇒ Stability can be preserved

Task-based hyperparameter tuning
using Bayesian optimization improves
the closed-loop performance
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Control
Gaussian process based computed torque control

PD controller

GP model

Prior knowledge

System

ẍd, ẋd,xd

Variance Σd,Σp

Mean µ τ

States

Adaptive feedback gains based on the model uncertainty

τ =Prior knowledge+µ(τ̃ |ẍ, ẋ,x,D)︸ ︷︷ ︸
Feedforward

−Kd(Σd(τ̃ |ẋ,x,D))ė−Kp(Σp(τ̃ |x,D))e︸ ︷︷ ︸
Feedback

Stability analysis
The tracking error of the closed loop is uniformly ultimately bounded

Tracking error r ∼ GP model error

∥Feedback gain functions∥ e

ė

γ r

Improved performance inside and outside the training data set

Safe interaction due to low feedback gains
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Evaluation

Simulation of stable learning

Property injection analysis

Learning of robot dynamics

From simulation to application in real-world scenarios


